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1. Introduction 
During the period of 1 June 2006 through 01 December 2007, the Georgia Tech Research 
Institute (GTRI) engaged in the project “Facilitation of VSIPL++ Standardization,” in support of 
the High Performance Embedded Computing Software Initiative (HPEC-SI) Program.  GTRI 
contributed to the HPEC-SI forum objectives by assisting in the development of Object Oriented 
VSIPL standards, co-chairing the HPEC-SI Development Working Group, assisting in the 
dissemination of technical designs and ideas, and the maintenance of a parallel computing 
testbed for VSIPL++ experiments by HPEC-SI program participants. 

2. Tasks Completed 
GTRI provided specific standards prototypes for the Working Group for discussion and 
implementation.  GTRI served on the Technical Advisory Board of the HPEC-SI program.  GTRI 
served as co-chair for the HPEC-SI Development Working Group.  GTRI maintained the 
website2 for the HPEC-SI effort, which served as a collection point for information about the 
effort, as well as information presented at the meetings, for the forum members.  GTRI 
maintained and made available for program participants a parallel computing testbed. 

GTRI attended HPEC-SI working group meetings in August 2006, January 2007, and June 2007 
in support of program efforts.  At these meetings, GTRI participated in discussions vetting the 
proposed VSIPL++, parallel VSIPL++, and proposals to expand the parallel VSIPL++ 
specification to support heterogeneous and tiled computing architectures. 

GTRI continued development and maintenance of the HPEC-SI Program website, including 
meeting notes and presentations for each of the Working Group meetings during the project 
period, conference presentations, and prototype applications.  In conjunction with this, GTRI 
continued to maintain email reflectors for use by HPEC-SI program participants. 

GTRI made a parallel computing cluster available for use by HPEC-SI program3 participants as 
a testbed for VSIPL++, parallel VSIPL++, and other parallel computing systems.  The cluster is a 
fifty five node Beowulf style cluster with 116 compute processors of varying types.  Four of the 
compute nodes are based on the IBM/Toshiba/Sony Cell Broadband Engine, which is a 
platform of focus for the HPEC-SI program.  Several HPEC-SI program participants were given 
or maintained login access during the project and used the testbed.  Software support, including 
the installation of software and tools useful to the HPEC-SI program was continued.  

GTRI continued to maintain the VSIPL++ User’s Guide4. The Guide is intended to complement 
the VSIPL++ Specification Document and serve as an introduction and clarification of the 
Specification for application programmers.  The guide contains elaborations and examples from 
portions of the VSIPL++ Specification that the HPEC-SI Working Groups find to be difficult or 
confusing for new VSIPL++ application programmers.  The choices of topics draw heavily from 
the experiences of the projects undertaken by the Demonstration Working Group, as well as the 
vetting and clarification of the VSIPL++ Specification by the Development Working Group. 

GTRI continued its advisory role on the Technical Advisory Board of the HPEC-SI program, as 
well as serving as the co-chair of the Development Working Group. 
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3. Results 

3.1 Heterogeneous & Tiled Parallel extensions to VSIPL++ 

GTRI participated in discussions leading up to the conceptual design of extensions to the 
Parallel VSIPL++ specification5 designed to support heterogeneous computing accelerators, as 
well as tiled chip multiprocessors.  Examples of targeted tiled architectures include those 
developed under the DARPA Polymorphous Computing Architectures program, the 
IBM/Sony/Toshiba Cell Broadband Engine, and commodity multicore general purpose 
processors.   GTRI was not the primary author of these extensions, but nevertheless was actively 
involved in the preliminary discussions in anticipation of including such functionality in future 
versions of the VSIPL++ specification. 

Extensions to Parallel VSIPL++ primarily focused on the addition of task and communication 
abstractions.  These abstractions decouple the execution of portions of the application (tasks) 
and define an interface mechanism (conduits) between the tasks.  This decoupling allows 
execution independence among the tasks, which in turn allows late binding of tasks to actual 
compute hardware, more efficient utilization of each hardware element, and a productive, 
abstract method of defining data dependencies between tasks at the application level. 

3.2 Cluster-friendly Playstation3 Unattended Software Build Process 

GTRI inserted several STI Cell Broadband Engine based compute nodes, provided by the 
government, into the parallel software testbed for use by HPEC-SI program participants.  These 
compute nodes took the form of Sony Playstation3 (PS3) game consoles.  Each console contains 
a single Cell processor, with 7 functioning Synergistic Processing Elements (SPEs).  The Sony-
provided firmware for the PS3 which allows users to install third party operating systems that 
have access to 6 of the 7 SPEs, as well as the general purpose portion of the Cell processor.  The 
Linux kernel has been ported to support the Cell processor, and many distributions of the Linux 
operating system have been ported to easily install on, and fully exploit the Cell processor as 
available from a third party operating system.  In order to support the goals of the HPEC-SI 
program, the government supplied four PS3 consoles, which GTRI inserted into to the parallel 
software testbed. 

A computer that is used as a compute node in a Beowulf-style cluster requires a means of 
automated, unattended, definable wipe and reinstall of system software.  This is required in 
order to guarantee consistency between compute nodes, to facilitate system-wide configuration 
changes, and to allow efficient maintenance and troubleshooting of the nodes.  This capability is 
widely available for computers that are frequently used in such a manner, but is not for the PS3.  
All of the widely available operating system installation packages require human intervention 
and selection of configuration options. 

In order to allow cost effective administration of the PS3 compute nodes, as well as facilitate 
future upgrades and software installation, GTRI developed an unattended, automatic, 
configurable system wipe and reinstall process for the PS3.  A cursory description of this 
process is currently available electronically (Reference 6). 
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The specific process that GTRI developed is customized to the Parallel Software Test and 
Evaluation Center (PaSTEC) testbed, but is extendable to other environments.  An overview of 
the technique used is described in the following paragraphs. 

A modified operating system boot loader (otheros.bld) for the PS3 is built and installed.  This 
boot loader will query a specified Trivial File Transfer Protocol (TFTP) server for additional 
Linux kernel options that are specified by the system administrator for the network address of 
the PS3 being booted.  If these instructions are not present, the PS3 will boot normally.  If 
present, the additional kernel options can be set to instruct the PS3 to load and execute the 
Kickstart process.  Kickstart is an automated version of the Anaconda installer for Red Hat 
derived Linux distributions.  In order to maximize compatibility with Cell processor tools and 
Cell VSIPL++ development, GTRI elected to install the Fedora Core 7 (a Red Hat derived 
distribution) operating system on the PS3s.  The Kickstart program then loads further 
configuration details over the cluster local network from the main server, formats the node-local 
hard drive, and builds the distribution on the PS3.  This process allows system administrators to 
set a common configuration file for all nodes of a given type, and to directly initiate the rebuild 
of any node, from software controls. 

Several elements of the Kickstart program were incomplete or faulty for the Fedora Core 7 
distribution when used in this manner.  GTRI found and enabled a workaround for each of 
these problems.  A more detailed description of the steps required is available via the World 
Wide Web7. This description was written as a high level, cursory guide for system 
administrators, a capture of this guide as of February 20, 2008 is shown in Figures 1 through 4.  
This process has allowed GTRI to deploy the PS3 nodes into the parallel software testbed 
rapidly, and maintain consistent configuration across all of the PS3 nodes, through several 
software upgrades.  Using this process, the initial deployment of the four PS3 nodes into the 
PaSTEC cluster required approximately 30 minutes of operator time and 90 minutes of 
unattended time to complete. 
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Figure 1.  PS3 Auto Build Guide Page 1 
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Figure 2.   PS3 Auto Build Guide Page 2 
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Figure 3.  PS3 Auto Build Guide Page 3 
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Figure 4.  PS3 Auto Build Guide Page 4 
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4. Conclusions 
During the period of performance of the subject contract, the Georgia Tech Research Institute 
contributed to the High Performance Embedded Computing Software Initiative program as a 
technical participant, and as a member of the technical advisory board.  GTRI developed 
software strategies, assisted in the dissemination of program results via internet tools, provided 
a parallel software testbed for program participants, and developed a novel method for the 
unattended deployment of Linux-based operating systems onto PS3 compute nodes in a 
Beowulf-style cluster.  GTRI also participated in technical advisory planning for the HPEC-SI 
program. 
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